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Abstract
With the advances of Information Communication Technology (ICT) and the popularity of intelligent terminals, Online
Social Network, which is characterized by powerful functions of information publishing, dissemination, acquisition and
sharing, has attracted a huge number of users and become one of the most popular internet application services currently.
However, the growth of Online Social Network has also led to the emergence of cyberbullying issues. Information spreads
extremely fast via Online Social Network, making the harm caused by cyberbullying grow exponentially with time. As
a result, it becomes critical to detect the cyberbullying in a quick and efficient way. In this paper, in order to solve this
challenge, we propose an improved TF-IDF based fastText (ITFT) model for effective cyberbullying detection. Specifically,
in our proposed scheme, we improve the TF-IDF algorithm by adding the position weight, keywords are extracted by the
improved algorithm and used as input to achieve the purpose of filtering noise data to improve the accuracy. We use the
fastText to construct a binary classifier to categorize the input data. Extensive experiments are conducted, and the results
demonstrate that our proposed scheme can achieve better efficiency and accuracy in cyberbullying detection as compared
with baselines.
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1 Introduction

With the advances of internet and information commu-
nication tools, a new form of bullying has emerged in
Online Social Network, named cyberbullying [1]. Essen-
tially, cyberbullying refers to the use of information and
communication technologies such as email, instant text
messages, personal websites or online personal voting sites
to intentionally and repeatedly commit malicious acts aimed
at harming others. The harm caused by the phenomenon
of cyberbullying has gradually attracted the attention of the
society, and an increasing number of researchers have put
their efforts in the research of cyberbullying [2].

Compared with traditional bullying, cyberbullying may
be more harmful. This is due to cyberbullying uses the
Online Social Network as the medium and spreads faster
in a larger scale, as shown in Fig. 1. Once the bully
publishes the victim’s personal information, images, videos
or rumors to the internet, in a very short period of time,
the information will be viewed by netizens all over the
country and even around the world. It can lead to high
psychological stress towards the victims and even threaten
the personal and property safety of the victims. On the
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Fig. 1 Cyberbullying spreads
faster and more widely through
online social network

other hand, in real life, although some bullying is for
fun, bullies are not unscrupulous. While in cyberbullying,
because bullies are hidden in the Internet, bullying can
escape punishment and responsibility, bullies can openly
commit bullying without fear of punishment, which makes
bullies more unscrupulous, and even easily bully victims in
multiple capacities [3].

Because of the concealment of cyberbullying, the moni-
toring of cyberbullying becomes challenging. Currently, the
main monitoring method of cyberbullying is relies on users’
marking of cyberbullying information. However, not all bul-
lying information can be marked. In addition, due to the
rapid dissemination of network information, the sooner the
cyberbullying information is detected, the less harmful the
cyberbullying information will cause [4]. Therefore, it is
very pressing to detect the cyberbullying in a quick and
efficient way.

Recently, many researchers have worked with different
Natural Language Processing techniques [5], and text clas-
sification algorithm has been commonly used to resolve
cyberbullying detection problem, as it is a special binary
classification problem and can be defined as a task of classify-
ing texts as cyberbullying or normal message. As for text clas-
sification, many mature models have been proposed, includ-
ing the Logistic Regression (LR) classification model, Sup-
port Vector Machine (SVM) model, and neural network
classification model. Convolutional Neural Network (CNN)
is one of the popular models, which can effectively cap-
ture the local correlation such as n-gram [6]. However, it is

unable to model longer sequence information. To address
this issue, Tang et al. [7] proposed a method that represent
context information by Recurrent Neural Network (RNN).
However, due to the complexity of deep learning models,
the training time increases sharply with the growth of the
amount of training data. In order to solve this challenge,
Mikolov et al. [8] proposed a text classification model,
named fastText. In terms of the computational efficiency,
fastText outperforms the most advanced depth neural net-
work model by several orders of magnitude, and the accu-
racy of classification is almost the same. Although fastText
significantly improves the speed of text classification, its
classification accuracy is slightly lower than CNN.

Motivated by the above-mentioned, in this paper,
we attempt to jointly address the above challenges by
proposing an improved TF-IDF based fastText (ITFT)
for cyberbullying detection. Firstly, we employ skip-gram
to embed word. Secondly, the weight of each word is
calculated based on the improved TF-IDF algorithm, and
then the extraction of keywords is on the basis of the
weight of each word. After training set and test set are
processed, only keywords are retained, so as to achieve the
purpose of filtering noise data. Finally, the filtered data
are used for training and text classification. We evaluate
our model over a real-world set, and the experimental
results show that our model achieves both efficiency and
accuracy improvements in text classification as compared
with baselines. Concretely, the contributions of this paper
can be summarized as follows:
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– The traditional TF-IDF algorithm does not distinguish
the position of feature words in documents, so we
improve the TF-IDF algorithm by adding the position
weight, and the experiments show that it can really
improve the accuracy of cyberbullying detection.

– We propose an improved TF-IDF based fastText (ITFT)
model for cyberbullying detection. The improved TF-
IDF algorithm is adopted for keywords extraction to
filter the noise data, by comparing with the baseline –
the fastText model, our improved model can improve
the efficiency and accuracy of cyberbullying detection.

The remainder of this paper is organized as follows.
In Section 2, some related works are introduced. Then,
in Section 3, we describe the methodologies used in our
proposed scheme, including word embedding, keywords
extraction, and text classification, in Section 3. After
that, we evaluate our proposed scheme with extensive
experiments in Section 4. Finally, we draw our conclusion
and identify our future work in Section 5.

2 Related work

With the spread of cyberbullying on social media and its
negative impact on young people gradually expanding, the
research on the detection of cyberbullying becomes pressing
in recent years. The current research methods mainly
use machine learning and natural language processing
technology to identify the characteristics of cyberbullying.
In 2017, Salawu et al. [9] divided the existing research
methods into four categories: supervised learning, lexicon
based, rule based and mixed-initiative approaches.

Supervised learning based methods usually use classi-
fiers to develop predictive models for cyberbullying detec-
tion. Nandhini and Sheeba [10] proposed a cyberbullying
detection system using Levenshtein algorithm and Naive
Bayes classifier to identify and classify cyberbullying activ-
ities such as fire, harassment, racism and terrorism in Online
Social Network. Based on the characteristics of individuals,
social network and their content, Squicciarini et al. [11] used
C4.5 decision tree classifier to detect and classify cyberbul-
lying. Through feature selection of information (including
skip-gram), Chavan and Shylaja [12] improved the accuracy
by 4% compared with the results of SVM and LR classifier
without feature selection.

Lexics-based systems detect cyberbullying by identifying
whether or not it contains specific bullying information.
Fahrnberger et al. [13] proposed a cyberbullying detection
algorithm based on 4-CBAF and SecureString 2.0, named
SafeChat, where SecureString 2.0 is responsible for filtering
the display terms in encrypted messages, and 4-CBAF is
responsible for verifying the identity of the information

source and authorizing the sender. Perez et al. [14] also
proposed a security model based on analyzing instant
messages to detect cyberbullying.

Rule-based approach matches the text with predefined
rules for identifying bullying. Serra and Venter [15]
introduced the concept of dynamic problem solving based
on neural network system to dynamically identify threats
based on the risk characteristics of individual users in
order to solve the conflict situation of identifying risks.
Ying et al. [16] proposed the Lexical Syntactical Feature
(LSF) to identify offensive contents in social media by
combining the Features including conversation history
and writing style, and experiments showed that LSF
performs better than SVM and Naive Bayes. Bretschneider
et al. [17] proposed a pattern-based approach to detect
cyberbullying by first standardizing the text, and then
finding the relevant personnel through the identification
module. Compared with the baseline, the performance
of the pattern-based system had been greatly improved.
Agrawal and Awekar [18] showed that DNN models can
be used for cyberbullying detection on various topics. But
DNN has a lot of parameters to adjust, manual attempts
can be extremely hard and slow therefore, metaheuristic
optimization algorithm is incorporated to find the optimal
or near optimal values [19].

The hybrid proactive approach combines one or more
of the above-mentioned methods. By training Naive Bayes,
C4.5 decision tree, and SVM classifier, Dadvar et al. [20]
combined the training results with Multi-Criteria Evaluation
System (MCES) into a mixed system, and they found that
the performance of the mixed system was better than that
of any independent system. Later, Dadvar et al. [21] also
adopted a hybrid active method to detect cyberbullying,
which weights user information, including age, gender,
registration time, etc., and then inputs these weighted
information into MCES. Their experiments showed that
this preprocessing procedure can improve the classification
performance of the model. Silva et al. [22] detects
cyberbullying by Combination of Textual, Visual and
Cognitive.

3 Our proposed scheme

In this section, we present our proposed scheme, an
improved TF-IDF based fastText (ITFT) model for effective
cyberbullying detection. We note that, although fastText has
the advantages in correct classification and fast speed, noise
data will inevitably be introduced, as the input contains all
words in the text. Therefore, in order to solve the problem,
we propose an improved TF-IDF based fastText model for
text classification. As illustrated in Fig. 2, the details of joint
training process are described as follows: we first transform
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Fig. 2 Illustration of ITFT
model, including: word
embedding, keyword extraction
and text classification

words into vectors via word embedding, then, the weight
of each word is calculated based on the improved TF-IDF
algorithm, and the keywords are extracted according to the
weight of each word, and only the keywords are retained to
achieve the purpose of filtering noise data. Finally, we use
the filtered data for text classification via fastText.

3.1Word embedding

Since our raw data are words, computers are hard to
directly understand them. In order to enable computers to
process natural languages, word embedding needs to be
employed first. Word embedding aims to transform words
into distributed representations which capture syntactic and
semantic meanings of the words. Recent research has shown
that they can accurately capture semantic and grammatical
information about words. Using word embedding has
become common practice for enhancing many other Natural
Language Processing tasks.

In this work, we will use the skip-gram model to train
word embedding [23]. The skip-gram model is based on the
MNLM model [24] and the C&W model [25] to retain its
core parts to obtain word vectors in a more efficient way.
The goal of skip-gram is to predict the context probability
based on the current words. The weight obtained after the
iteration is the word vector we need. Our raw data are the
sentence s consisting of m words s = w1, w2, · · · , wm.
Firstly, we transform words into one-hot vectors wi = v1,
v2, · · · , vn, the one-hot vector is made up of a number
of ‘0’s and one ‘1’. With the position of the 1 representing
the corresponding word, and the other positions filled with
zeros, e.g., vi = [1, 0, 0 · · · 0]. As we can see in Fig. 3,
the skip-gram model is a single neural network. The input
of skip-gram is the one-hot vectors of wi , the output is the
one-hot vectors of the N words before wi and the ont-hot
vectors of the N words after wi . After training, we can get

the weight of the network, and the vectors vi of wi is the
weighti . The objective function of the skip-gram is:

J =
∑

(w,c)∈D

∑
wj ∈c

logP

(
w

wj

)
, (1)

where w is the target word, c means the contexts and D

is the documents. If two different words have very similar
contexts, it means window words are similar, such as “Kitty
climbed the tree” and “Cat climbed the tree”. Through the
skip-gram model training, the embedding vector of ‘Kitty’
and ‘Cat’ will be very similar.

Fig. 3 The architecture of skip-gram used for word embedding
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3.2 Keywords extraction

Keywords are a group of words that represent the important
content of an article, which plays an important role in
text clustering, classification, automatic summary etc. In
addition, it also enables people to easily browse and access
information. Common keywords extraction algorithms
include TF-IDF algorithm [26], TextRank algorithm [27],
LDA algorithm [28] and PLSA algorithm [29].

TF-IDF algorithm is a statistical-based computing
algorithm, which is often used to evaluate the importance
of a word to a document in a document set. The more
important a word is to a document, the more likely it is to
be a keyword. TF-IDF algorithm consists of two parts: TF
algorithm and IDF algorithm. TF algorithm is to count the
number of times a word appears in a document, the basic
idea is that the more words appear in a document, the more
times a word appears in a document. Then its ability to
express the document will also be stronger. The calculation
method of the tf value is as follows:

tfij = nij∑
k nkj

, (2)

where nij is the frequency of the word i appears in
document j .

IDF algorithm is to count how many documents a word
appears in a document set. The basic idea is that if a
word appears in fewer documents, its ability to distinguish
documents will be stronger. The calculation method of the
idf value is as follows:

idfi = log

[ |D|
1 + |Di |

]
, (3)

where|D| is the total number of documents in the document
set, and |Di | is the number of documents in which the word
i appears in the document set.

Then, TF-IDF algorithm is a combination of TF
algorithm and IDF algorithm. The calculation method of the
tf-idf value is as follows:

tf idfi = tfij × idfi = nij∑
k nkj

× log

[ |D|
1 + |Di |

]
. (4)

As we can see, the tf-idf value is proportional to the
number of times a word appears in the document, inversely
proportional to the number of times the word appears in the
set. The higher the tf-idf value, the more important the word.

The traditional TF-IDF algorithm does not distinguish
the position of feature words in documents. In fact, the
positions of feature words in the document are various,
and the contribution to text category information is
also different. According to the difference of category
information expression ability of feature word position in
text, we do different weighting processing of feature word
position in text. Considering the frequency and position of

words, the calculation function of candidate word weight is
proposed as follows:

wighti = tf idfi + α ∗ posi . (5)

In order to obtain the position information of each
word, it is necessary to determine the way in which the
position information is recorded and the contribution of
each position in reflecting the topic of the article [30]. posi
is 2.0 when word i appears at the beginning or end of a
sentence, and 1.0 when word i appears elsewhere. If a word
appears repeatedly in each position, its highest position
value is selected.

After determining the formula of two characteristic items
affecting the weight of words, it is necessary to consider
how to determine the adjustment factors α, so that they can
reflect the contribution of each factor to the weight more
reasonably. The training samples are used to automatically
adjust the adjustment factors. In our scheme, the adjustment
factor of the training formula is studied by the Least-Mean-
Square training rule. The concrete operation method is
described as follows: Firstly, the value of adjustment factor
is given randomly, and then the weight of each word in each
text is calculated in turn, and the word set in each text is
sorted from high to low according to its weight value. At the
same time, a series of manual tags are needed. The training
samples of text keywords, each of which describes the set of
keywords in the text and the important sequences of these
keywords in the text. We compare the calculated order of
each word with the order of manually marked keywords, and
set the sort difference:

diff =
n∑

j=1

(sort(i,j) − sort(k,i,j)). (6)

Then, adjust the value of α by the following formula:

α = α + η ∗ diff ∗ pos. (7)

The words are sorted according to the weight and the
appropriate keyword set is extracted based on the given
threshold.

3.3 Text classification

FastText is an open source text categorization tool for
Facebook. Compared with other text classification models,
such as SVM, LR, and neural network, fastText reduces
the training time and testing time while maintaining the
classification effect. As we can see in Fig. 4, fastText
model inputs a sequence of words (a paragraph of text or a
sentence) and outputs the probability that the sequence of
words belongs to different categories.

FastText is based on the hierarchical softmax, which is
an efficient approximate method. Morin and Bengio first
introduced this method into the neural network language
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Fig. 4 The architecture of fastText used for text classification

model [31]. In order to obtain the probability distribution,
this method does not need to evaluate the W output nodes
in the neural network, but only needs to evaluate about
log2 (W) nodes. As we can see in Fig. 5, hierarchical
softmax uses a binary tree structure to represent all the
words in the dictionary. We only need to follow the nodes
through the bold line passes to find the corresponding
words, instead of searching for each word.

The word in the input layer form a feature vector, then
the feature vector is mapped to the hidden layer by a
linear transformation, the hidden layer is used for solving
the maximum likelihood function, then the Huffman tree
is constructed according to the weight and the model
parameters of each class, the Huffman tree is used as an
output. The common feature is the bag-of-words model.
But the bag-of-words model can not take into account the
order of words, so fastText also adds n-gram features. For
a set of N texts, and the optimization objective function of
fastText is

J = − 1

N

N∑
n=1

ynlog (f (BAxn)) , (8)

where xn is the standardized feature packages of text. A and
B are weight matrices, yn is the category of the nth text.

4 Experiments

4.1 Dataset

We have crawled the comments of posts from Weibo as
our dataset. Weibo refers to a broadcast social media and
network platform based on user relationship information
sharing, transmission and acquisition, which shares short
real-time information, and realizes instant information
sharing, transmission and interaction through text, pictures,
video and other multimedia forms. we extract 60000
comments from it, and the comments we selected are chosen
randomly. The comments were manually labeled. Of the
comments in our dataset, 1273 comments were identified as
cyberbullying (2.13%).

4.2 Evaluationmetrics

We use the hold-out method to evaluate the experiment,
the held-out evaluation provides an approximate measure of
precision without requiring costly human evaluation. The
dataset is divided into two mutually exclusive sets, one as
the training set and the other as the test set. The training set
accounts for 80% of the dataset and the test set accounts for
20% of the dataset.

We select Precision, Recall and F1 as a measure of
performance, and the calculation formulas are

Precision = T P

T P + FP
, (9)

Recall = T P

T P + FN
, (10)

F1 = 2 ∗ Recall ∗ Precision

Recall + Precision
, (11)

where T F is true positive, FP is false positive, T N is true
negative and FN is false negative.

Fig. 5 Hierarchical softmax
uses a binary tree structure to
represent all the words in the
dictionary

1572 Peer-to-Peer Netw. Appl. (2020) 13:1567–1576



4.3 Baselines

We adopted five state-of-the-art models as our baseline:

– LR is a kind of generalized linear regression analysis
model. Its advantages are simple implementation, small
computation, fast speed, and less storage resources.
However, when data features are missing or feature
space is large, the performance is not good.

– SVM can be applied to both linear classification and
nonlinear classification. However, it is inefficient when
dealing with large amounts of data. And finding the
right kernel function is relatively difficult.

– CNN is a kind of feedforward neural network with
deep structure and convolution computation. There is
no need to select the features manually, so the feature
classification is good. Likewise, the disadvantage is that
the parameters need to be adjusted and large sample size
is required.

– RNN is a kind of recursive neural network which takes
sequence data as input, recurses in sequence evolution
direction and connects all nodes by chain. It can share
the statistical strength of different sequence length and
different position in time. Whereas due to its chain
structure, it cannot be calculated in parallel, so it has a
large time cost.

– fastText is a text classification model based on single-
layer neural network. Due to the simplicity of the
model, the time cost has been greatly reduced, on
the other hand the simple structure also leads to low
classification accuracy.

4.4 Cyberbullying detection

4.4.1 Impact of keywords extraction

Since network structures such as CNN/RNN have the ability
to automatically obtain feature expression, the improved
TF-IDF algorithm is not needed for feature extraction.
To demonstrate the effects of keywords extraction, we
compare 3 different models (SVM, LR and fastText) in
basic version, adding TF-IDF version and adding improved
TF-IDF version on cyberbullying detection.

Figure 6 shows the results of different data preprocessing
in LR, SVN and fastText respectively. We can observe that:
(1) With the word extraction, model can perform better
than their basic version. It indicates that after filtering
noise data, keywords can focus on the bullying words,
thus the performance can be improved. (2) Compared
with the adding TF-IDF version, the adding improved TF-
IDF version brings better performance. Because bullying
words always appear in the begin or the end of comments,

(a)

(b)

(c)

Fig. 6 Results of different data preprocessing in LR, SVN and fastText
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Table 1 Result of our proposed model and baselines on cyberbullying
detection

Precision Recall F1

CNN 94.15% 93.36% 93.75%

RNN 93.42% 93.47% 93.44%

fastText 92.23% 93.52% 92.87%

Proposed ITFT 95.42% 96.87% 96.14%

adding position weight helps in detecting cyberbullying
more efficiently.

4.4.2 Comparison with other models

We choose CNN, RNN and fastText as comparison model,
and we compare the performance between the comparison
model and the improved model proposed by us.

Table 1 shows the result of our proposed model and
baselines on cyberbullying detection. We can see that the
fastText is slightly worse than CNN and RNN, but ITFT
performs best in all models. This is because many noise
words are in the dataset, it may disturb the classifier’s
judgment, after word extraction, these data has been filtered,
so ITFT can bring a better performance.

4.4.3 Time cost analysis

Graphics Processing Uni (GPU) can provide the infrastruc-
ture of multi-core parallel computing with a large number of
cores, which can support the parallel computing of a large
amount of data. It also has higher memory access speed
than Central Processing Unit (CPU). Both CNN and RNN
are trained on a NVIDIA GeForce GTX 1070 Ti, while our
models are trained on a Intel Core i5-8400 CPU using 8
threads.

Table 2 shows the time cost of our proposed model and
baselines on cyberbullying detection. From the table we find
that: The time cost of CNN is about 30 times than the ITFT
model, and RNN’s time cost is about 100 times than the

Table 2 Time cost of our proposed model and baselines on
cyberbullying detection

Training time Testing time Total time

CNN 62.43s 6.52s 68.95s

RNN 283.84s 26.27s 310.11s

fastText 4.95s 0.61s 5.56s

Proposed ITFT 2.45s 0.34s 2.79s

ITFT model, even compare with fastText, the ITFT model
only need the half time to complete the training and testing,
So cyberbullying can be detected efficiently through the
ITFT model.

The reasons are: (1) Fasttext runs in multiple threads
and is faster than a single thread. Meanwhile fastText
adopts Huffman structure, which makes the running speed
decrease exponentially. (2) Even though the improved TF-
IDF algorithm takes up a part of the time, but after extracting
keywords, the number of word in document is less than that
of original document, and so the time cost has been reduced.

5 Conclusion and future works

This paper focuses on detecting cyberbullying text message
in Online Social Network by using Natural Language
Processing. In particular, we have proposed an improved
TF-IDF based fastText (ITFT) for cyberbullying detection,
which solves the problem that the basic version fastText
model classification effect is reduced due to the input of
the noise data. We use position weight to improve the
accuracy of TF-IDF algorithm to extract keywords, and
use the improved TF-IDF algorithm to extract keywords,
reduces the input of noise data. At the same time, it reduces
the amount of text data, so the time required for text
classification is reduced. The experimental results show that
compared with the basic version fastText model, neural
network model and traditional machine learning model, the
ITFT model achieves the best performance in accuracy and
efficiency. However, due to the lack of continuity between
words in the extracted keywords, it is hard to use the n-
gram feature, and it causes the loss of the sequence between
the words. How to keep the sequence between the words in
keywords extraction is the direction of our future research.
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14. Pérez PJC, Valdez CJL, Ortiz MdGC, Barrera JPS, Pérez PF
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